
Exploring Antecedents and Consequences of Toxicity 
in Online Discussions: A Case Study on Reddit

Yan Xia
Fudan University

CSCW 2020

Haiyi Zhu
Carnegie Mellon University

Tun Lu
Fudan University

Peng Zhang
Fudan University

Ning Gu
Fudan University

Icons made by Freepik from Flaticon.com



Holy s**t you’re dense, aren’t you?

Motivation

He didn’t have to appoint him and that’s the point. So, now 
that you’re aware of how that works, please don’t spread 
this oversimplification that misinforms people anymore.

He literally did. It’s *Statute* you numbskull.
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Related Work & Hypotheses

§ Antecedents of language toxicity

- H1: Author’s propensity toward toxicity will increase the language toxicity of his/her text.

- H2: Author’s experience in the community will reduce the language toxicity of his/her text.

- H3: Toxicity in discussion context will increase the language toxicity of text.

- H4: Polarity in discussion context will increase the language toxicity of text.

§ Consequences of language toxicity

- Q1: How will the language toxicity of text influence the volume of discussion?

- Q2: How will the language toxicity of text influence the evaluation of discussion?

§ Antecedents and consequences of toxicity elicitation

- Q3: How will the antecedents and consequences of toxicity elicitation differ from those of language toxicity?



Method

§ Reddit comments

- r/announcements, r/worldnews, r/politics, r/todayilearned, r/AskReddit

- 19,682/152,632/200,635/139,353/265,893 comments => preprocessed

§ Quantifying comment features: NLP tools

- Toxicity: Perspective API (* with human validation)

- Polarity: TextBlob library

§ Regression analyses

- Study I, Antecedents of Toxicity: What author/parent comment features predict target comment toxicity?

- Study II, Consequences of Toxicity: What child comment features are predicted by target comment toxicity?



Study I: Antecedents of Toxicity

H1: Author’s propensity toward toxicity will increase the language toxicity of his/her text. Supported

H3: Toxicity in discussion context will increase the language toxicity of text. Supported
H2: Author’s experience in the community will reduce the language toxicity of his/her text.

H4: Polarity in discussion context will increase the language toxicity of text.



Study I: Antecedents of Toxicity

Q3: How will the antecedents (and consequences) of toxicity elicitation differ from those of language toxicity?



Study II: Consequences of Toxicity

Q1: How will the language toxicity of text influence the volume of discussion?



Q3: How will the (antecedents and) consequences of toxicity elicitation differ from those of language toxicity?

Study II: Consequences of Toxicity



Study II: Consequences of Toxicity

Q2: How will the language toxicity of text influence the evaluation of discussion?



Study II: Consequences of Toxicity

Q3: How will the (antecedents and) consequences of toxicity elicitation differ from those of language toxicity?



Discussion & Design Implications

§ From within and without: Triggers of toxicity

- Toxicity in discussion context

- Design implication: To interfere with this toxicity generation process

§ Flames in disguise: Toxicity elicitation

- Strong-toned / Sarcastic / Digressive / Against common sense or values

- Design implication: To regulate toxicity-eliciting comments

§ The multi-faced devil: Complexity of toxicity

- Different target / emotion / intention => Different consequence

- Design implication: To distinguish different types of toxic comments in detection and regulation



Limitations & Future Work

§ Bias of NLP tools

§ Specific time, community and regulation settings

§ Limited modeling of toxicity dynamics

§ Further questions:

- Other ways to vitalize a discussion without toxicity?

- How will the resulted discussions differ?

- How to stop toxicity from offending people while retaining the “edge” of discussion?



Thank you for listening!

Thanks to the anonymous reviewers and Ge Gao, Diyi Yang, Dakuo Wang, 
Beisi Zhou, Xiaofeng Zhao for helping us with the study.
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